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Background

On NLP, Interpretation, Muppets, and

Cramming a %&!$ sentence into a single $&!# vector
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● So what can be crammed into that?
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Probing
● Encode some text and retrieve its representation
● Train a classifier to predict a property of interest
● High performance is interpreted as the encoding of the property

Trainable

Popular approach



People Probe for...
● Sentence Length
● Word Order
● Tense

Adi et al., 2016, Conneau et al., 2018, Hewitt and Manning, 2019, Tenney et al., 2019, Chi et al., 2020



People Probe for...
● Sentence Length
● Word Order
● Tense
● POS
● Tree depth
● Entities
● Coref.
● ...

Adi et al., 2016, Conneau et al., 2018, Hewitt and Manning, 2019, Tenney et al., 2019, Chi et al., 2020



What’s Wrong with Probing?
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Probing - The Problem
Probing answers:

“What is encoded in the representation?”

But the interesting question is:

“What is being used for prediction?”

Which are very different questions!
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Our Solution: Amnesic Probing, A Behavioral Probe



Amnesic Probing: A Behavioral Probe
● Interpretability tool, which allows to:

○ Answer scientific questions (e.g. does an LM use POS information?)

○ Answer applicative questions (e.g. does the model use gender for making a decision?)
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Probing answers:

“What is encoded in the representation?”

But the interesting question is:

“What is being used for prediction?”

Amnesic Probing

Probing



The Intuition: Counterfactuals

What would the model predict without a given concept?



Amnesic Probing: The Intuition
● Counterfactuals (or ablation on a trained model):

○ Remove a certain component, property
○ Measure how it affects the results

● Since it is hard to intervene on the input text...
...we intervene on the representation



Amnesic Probing: The Intuition
● We remove a feature from the representation (e.g. remove POS information)
● Does the model change its behavior?

● Yes:
○ The model uses this information for its predictions

● No:
○ The model does not use this information for its predictions



Amnesic Probing: Overview
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3.1. Verify
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Probing

Compare



The Amnesic Operation
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Amnesic Probing: The Amnesia
One option: Adversarial Training

But also:

● Slow & unstable training
● Is it the same model afterwards?

EMNLP 2018

We can still recover a 
considerable amount of 

information



Amnesic Probing: The Amnesia

ACL 2020
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Amnesic Operation: Using INLP
● An algorithm for removing linear information from deep networks
● Receives representations and labels, and returns a function
● When applied to vectors, any linear model cannot predict the labels

Ravfogel et al., 2020

INLP

(*) We use INLP in this work, but this is a   
component that can be replaced with a 
future (non-linear) alternative

Feder et al. 2021



Amnesic Operation: Using INLP
INLP: Iterative Nullspace Projection

● Find a projection matrix P, which projects into the nullspace 



Amnesic Operation: Using INLP
W

V = Nullspace(W)

ProjV(X) = 

ProjW(X)

X =



Amnesic Operation: Using INLP
● Each projection only removes a single direction
● Therefore the “iterative” part: 
● We repeat this process until convergence



Amnesic Operation: Using INLP
● Debiasing applications (Ravfogel et al., 2020)

Check it out!



Amnesic Probing: Setup
● Start with a trained model
● Encode and obtain the representations
● Choose properties/features of interest
● Remove them
● Measure the difference (behavioral!), via:

○ Accuracy (of predicting the “right” label)



Verifying that the Amnesic Operation Works
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● Did the amnesic operation remove too much?
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Amnesic Probing: Controls
● Did the amnesic operation remove too little?
● Did the amnesic operation remove too much?

● Control over Information
○ Removing random features

● Control over Selectivity
○ Add back the “real” features, and retrain

● Hopefully we’ll be here



Amnesic Probing Control over Information

-Random dimensions-POS dimensions



Amnesic Probing Control over Selectivity

POS

-POS dimensions
-POS dimensions



Amnesic Probing Control over Selectivity

Finetune on 
original task

POS

-POS dimensions
-POS dimensions



Amnesic Probing Control over Selectivity

POS

-POS dimensions
-POS dimensions



Case Study: Pre-trained BERT

What linguistic properties are encoded used in BERT



● The model: BERT-base

Amnesic Probing: Setup



● The model: BERT-base
● Properties:

○ POS 

Amnesic Probing: Setup



● The model: BERT-base
● Properties:

○ POS 
○ Dependency edges

Amnesic Probing: Setup



● The model: BERT-base
● Properties:

○ POS 
○ Dependency edges
○ NER

Amnesic Probing: Setup



● The model: BERT-base
● Properties:

○ POS 
○ Dependency edges
○ NER
○ Constituency boundaries

Amnesic Probing: Setup

    (          )



● The model: BERT-base
● Properties:

○ POS 
○ Dependency edges
○ NER
○ Constituency boundaries

Amnesic Probing: Setup

    (          )

Does BERT make use of POS, Dep-edge, NER and 

Const-boundaries when predicting words?



Amnesic Probing: Results



Amnesic Probing: Results Linguistic Properties



Amnesic Probing: Results Standard Probing



Amnesic Probing: Results LM Accuracy Results



Amnesic Probing: Results Amnesic Comparison
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Amnesic Probing: Results Comparison to Control:
Information



Amnesic Probing: Results Comparison to Control:
Information



Amnesic Probing: Results Comparison to Control:
Selectivity
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Recover



Amnesic Probing: Results Comparison to Control:
Selectivity

Does 
Recover



Amnesic Probing: Results Phrase markers are not 
being used

POS and 
NER are 
being 
used by 
the model

Conclusions from all this:



Amnesic Probing: Results

DKL Results
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DKL Results



Amnesic Probing: Results
● We perform the same experiments on another setup, where the words 

are masked
○ (Similar results, will elaborate if time permits)



Amnesic Probing vs. Standard Probing
● We plot the probing extractability 

performance vs. amnesic probing

● We observe no correlation between 
the two metrics



Amnesic Probing vs. Standard Probing
● We plot the probing extractability 

performance vs. amnesic probing

● We observe no correlation between 
the two metrics

● Can’t make behavioural conclusions 
from standard probing results

Ravichander et al., 2020, Tamkin et al., 2020



Amnesic Probing: Diving In



Amnesic Probing Fine Grained
● How individuals POS are affected by

the removal of POS information?

Small changes

Large changes

● Open vs. Closed vocabulary



Amnesic Probing: Inside The Model



The Inner Layers
● Until now, querying the last layer

○ INLP removes linear information, last layer is only multiplied by a matrix

● We perform the same analysis on the Inner layers

● Standard Probe (after the amnesic operation)

● Behavioral Probe



The Inner Layers: Probing
● Removing information from layer i, and probing in layer j

Probe scores

Remove from 
layer i

Probe layer j
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The Inner Layers: Probing
● Removing information from layer i, and probing in layer j

Remove from 
layer i

Probe layer j
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removal

Probe scores



The Inner Layers: Probing
● Removing information from layer i, and probing in layer j

Remove from 
layer i

Probe layer j

Reversible 
removal

Probe scores
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● Removing information from layer i, and inspecting the model’s predictions
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The Inner Layers: Amnesic Probing
● Removing information from layer i, and inspecting the model’s predictions

Masked vs 
Non-Masked



The Inner Layers: Amnesic Probing
● Removing information from layer i, and inspecting the model’s predictions

Strong impact 
in the first few 
layers!!



To conclude
● Probing answers the question of “what/how properties are encoded?”
● We are often interested in a different question: “what is being used?”
● We propose to ask the causal question and offer a method to answer it: 

Amnesic Probing
● We encourage you to use it!



Going Forward
● What does it mean that some information is extractable?
● … or, why is it there from the first place?
● Algorithms that remove also non-linear information



Part II

TACL 2021



Model’s Failure Mode

Ribeiro et al., 2019



Model’s Failure Mode
Context: 826 Doctor Who instalments have been televised since 1963 ... Starting with 
the 2009 special “Planet of the Dead”, the series was filmed in 1080i for HDTV …

Q1: In what year did Doctor Who begin being shown in HDTV? A: 2009

Gan and Ng, 2019



Model’s Failure Mode
Context: 826 Doctor Who instalments have been televised since 1963 ... Starting with 
the 2009 special “Planet of the Dead”, the series was filmed in 1080i for HDTV …

Q1: In what year did Doctor Who begin being shown in HDTV? A: 2009

Q2: Since what year has Doctor Who been televised in HDTV?  A: 1963

Gan and Ng, 2019

Inconsistent



Model’s Failure Mode

Ribeiro et al., 2019



Model’s Failure Mode

Asai and Hajishirzi, 2020



Model’s Failure Mode

Ettinger, 2020



Model’s Failure Mode

Li et al., 2020

Entail

Contradict
Entail



Consistency in Models
● End-task models suffer from inconsistency
● Today’s standard pipeline is: Pretrain -> Finetune
● In this work: we show that Inconsistency starts in the PLM 

itself



Consistency in Humans
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Consistency in Models: This Part
1. Language Models as Knowledge Bases
2. Why is consistency crucial?

3. ParaRel🤘: a new resource that enables us to measure consistency
4. A framework for measuring (In)Consistency in Language Models

○ In the context of factual knowledge

5. A proposal to improve consistency in LMs.

novelty

background



Setup: LMs as Knowledge Bases









Using Patterns to Query LMs
● Born-In: “[X] was born in [Y] .”

○ Barack Obama was born in [MASK].

● Broadcasting Channel: “[X] was originally aired on [Y] .”

○ Lost was originally aired on [MASK].

● ...



Language Models as KBs - Setup
● The data is of the form <subject, relation, object>

○ E.g. <“Barack Obama”, “born-in”, “Hawaii”>

● To query an LM, we write a ‘pattern’ that expresses a relation
○ E.g. “[X] was born in [Y]”

● Given the subject and relation, the task is to predict the object
○ E.g. <“Barack Obama”, born-in> -> “Hawaii”
○ In Petroni et al., 2019, used 1 pattern for every relation





Language Models as KBs
● LMs were trained on large sources of knowledge (e.g. Wikipedia)
● Can capture (memorize) some of these facts as part of the pretraining 

objective



Pretraining a Language Model



Pretraining a Language Model
And it actually works!



Pretraining a Language Model
Well, sometimes… 



Pretraining a Language Model
Well, sometimes… 

Teaser: 
we’ll get back to the reason 
behind this prediction in Part III



Language Models as KBs - Setup

● Restricting to MLM predictions: single token objects
● Restricting to the possible objects for a specific relation



Seinfeld was aired on [MASK].

Language Models as KBs

[MASK]’s series Seinfeld.

retrieve



Language Models as KBs
So the real question is

Does It Generalize?



Language Models as KBs - Consistency?
We’d like that an LM would make the same prediction across paraphrases

E.g.:

“Seinfeld was aired on [Y].”

● ↔ “Seinfeld, that was aired on [Y],”

● ↔ “[Y]’s series Seinfeld,”



Language Models as KBs - Consistency?
We’d like that an LM would make the same prediction across paraphrases

E.g.:

“Seinfeld was aired on [Y].”

● ↔ “Seinfeld, that was aired on [Y],”

● ↔ “[Y]’s series Seinfeld,”

Consistent

Inconsistent



Measuring Consistency:
 

ParaRel🤘



Language Models as KBs - ParaRel🤘
But where can we get these patterns?

We build a new resource:

ParaRel🤘 (Paraphrase Relations)
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● For every relation, we manually build a set of patterns that are 
paraphrases of each other, in 4 steps:
a. Starting with the LAMA patterns (Petroni et al., 2019)
b. Augmenting with LPAQA patterns (Jiang et al., 2020)
c. Searching for patterns in wikipedia using SPIKE (Shlain et al., 2020)
d. Additional patterns using linguistic expertise

ParaRel🤘 - Creation
(a) A single pattern

(b) Multiple patterns, 
noisy

(d) linguistic 
expertise, expanding 
previous patterns

(c) Searching for 
syntactic patterns



ParaRel🤘 - Summary

[X] was aired on [Y].
[X], that was aired on [Y].
[Y]’s series [X]

[X] plays [Y].
[Y] player [X].
[X] is a [Y] player.

[X] used to work in [Y].
[X] found employment in [Y].
[X] took up work in [Y].

[X] and [Y] are twin cities.
[Y] and [X] are twin cities.
[X] is a twin city of [Y].

aired-on

instrument

employer

twin-cities



ParaRel🤘 - Creation
● For every relation, we manually build a set of patterns that are 

paraphrases of each other, in 4 steps:
○ Starting with the single pattern from LAMA (Petroni et al., 2019)
○ Augmenting with automatically extracted patterns from LPAQA (Jiang et al., 2020)
○ Searching for patterns in wikipedia using SPIKE (Shlain et al., 2020)
○ Additional patterns using linguistic expertise of the authors



ParaRel🤘 - Verification
● Was collected manually by the authors of this paper
● 2 additional authors verified the quality, while engaging in discussion to 

reach an agreement (discarding otherwise)
● Human Eval: Sampled 156 pairs, and ask NLP grad students to annotate. 

Reaching 95.5% agreement (and later fixed the errors)



Setup & Evaluation
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Consistency - Models
● BERT
● BERT Whole-Word-Masking
● RoBERTa
● ALBERT

And a Baseline:

● Most common object (consistent by definition)



Consistency - Evaluation
● Accuracy: Accurate prediction of the LAMA pattern
● Consistency: For each relation and tuple, compute all paraphrases pairs, 

and test if the predictions are equal: n(n-1)/2 pairs
● Consistent-Acc: Consistent and accurate prediction of all paraphrases



Results



Consistency - Results

Are LMs Consistent?

No!



Consistency - Results
● LAMA accuracy performance
● Non-trivial retrieval abilities (~40%),

but not good in any way



Consistency - Results
● Consistency results
● Around 50%, not consistent!



Consistency - Results
● Consistent-accurate results
● Around 20-30%, much worse!



Consistency - Results
● Drill down 

(consistent-accurate results)



Consistency - Results Interesting trends: base vs. large

● large > small
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Consistency - Results Interesting trends: BERT vs. others



Consistency - Summary
We have shown that:

● Some relations are more consistent than others
● Some models are more consistent than others

But overall, models are inconsistent!

Much more analysis and experiments in the paper!!



Improving Consistency



Improving Consistency
● Can we improve the consistency of PLMs?
● We want predictions from paraphrases to be equal
● We try to make the distributions alike

More details in the paper!



Improved Consistency



Explaining The “Knowledge”
Part III

Work In Progress



Explaining Knowledge in PLMs

Why???
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Data as a source of explanations
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● Taking another look at the data: Wikipedia



Explaining Knowledge in PLMs
● Taking another look at the data: Wikipedia Why???



Explaining Knowledge in PLMs
● Maybe these models rely on co-occurrences?

What else?
(How to predict a word, given a cloze sentence such as:
“Barack Obama was born in [MASK].”)



Pitfalls of LMs as KBs
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● Example:
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Pattern’s preference

Subj-obj cooccurrences

Memorization



Explaining Knowledge in PLMs

● Tests using the model:
○ Default Behavior

■ was born in [MASK]
○ Entities association

■ Barack Obama died in [MASK]
○ Consistency

■ Barack Obama, born in [MASK].

● Example:
○ Barack Obama was born in [MASK]. (born-in)
○ Barack Obama was born in [MASK]. (born-in)
○ Barack Obama was born in [MASK]. (born-in)



Explaining Knowledge in PLMs

● Explaining the Model through the Data:
○ Occurrences of pattern+object (count in wiki: “was born in Hawaii”)
○ Entities Co-occurrence (count <“Barack Obama, Hawaii”>, <“Barack Obama, Chicago”>, …)
○ Memorization (count “Barack Obama was born in Hawaii”)

● Example:
○ Barack Obama was born in [MASK]. (born-in)
○ Barack Obama was born in [MASK]. (born-in)
○ Barack Obama was born in [MASK]. (born-in)



Explaining Knowledge in PLMs
● Entities Association:

○ Probability that BERT predicts the most co-occurred entity when the pattern describes a 
correct relation is 40%, compared to 35% when the relation doesn’t hold

● Similar trends for the memorization
● But this is not a causal attribution!
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● Can’t use amnesic probing 

○ Concepts aren’t clear
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Causal Explanation through the Data
● Can’t use amnesic probing 

○ Concepts aren’t clear

● Can’t perform intervention on the data
○ Retraining BERT (on each combination) is expensive

● Solution: Measure Average Treatment Effect (ATE)
using observational data
○ Assuming we can observe the measurable variables



Causal Diagram















Explaining Knowledge - Causal Explanation
● Given that we believe this graph accurately describes the world… 
● … and we find the relevant back/front door criterion to control for 

confounding variables
● We can measure the effect of the heuristics on the models’ predictions

Neat! and a strong result



Explaining Knowledge - Causal Explanation
● If the effect is strong, what does it tell us about this model?

○ The model memorize, and uses correlations for making predictions
○ It has a limited understanding of linguistic relations
○ More?



Results
● Example:

○ Barack Obama was born in [MASK]. (born-in)
○ Barack Obama was born in [MASK]. (born-in)
○ Barack Obama was born in [MASK]. (born-in)

Pattern’s preference

Subj-obj cooccurrences

Memorization



Data as a Source of Explanations



● Amnesic Probing: a method that answers a causal question: “what is 

being used?”

● Consistency of PLMs knowledge is limited

● Data as Explanation: A graph describing causal relations

○ Allows to ask how concepts/heuristics associated with training data are 
used by models

Summary



Yanai Elazar

@yanaiela

yanaiela.github.io

Thanks!
Questions?

https://yanaiela.github.io/

