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My Intended Dissertation: Missing Elements
● Language constructions with implicit information
● Spans across different constructions

○ Syntactic (fused heads: “I bought 5 apples but got only 4”)
○ Semantics (complement coercion: “I started a book”)
○ Pragmatics/Semantic/Commonsense (TNE:  “I entered the room and the windows were 

open”)

● The motivation:
○ Text understanding
○ Text augmentation



Text-based NP Enrichment
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TNE: a New Benchmark for Reading Comprehension
● Extracting relations between NPs
● A useful task
● A challenging benchmark
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Reading Comprehension



Towards a Reading Comprehension Benchmark
Today:

Reading Comprehension ≅ Question Answering
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Towards a Reading Comprehension Benchmark

Are we there yet???

Today:



Towards a Reading Comprehension Benchmark

Are we there yet???
NO!

Today:

Kaushik & Lipton, 2018
Thanks Divyansh for the graph!

bAbI



Towards a Reading Comprehension Benchmark
● A big drawback of QA as an RC benchmark is the modeling:

RC-Eval(Text, Question)
Instead of:

RC-Eval(Text)



Towards a Reading Comprehension Benchmark

The community really cares about 
Reading Comprehension

But… most of the benchmarks 
revolve around Question Answering



Towards a Reading Comprehension Benchmark

“... First, we argue that existing approaches do 
not adequately define comprehension; they are 
too unsystematic about what content is tested…”

But what does it mean for machines to comprehend texts?



Can we do better?

Towards a Reading Comprehension Benchmark

Text-based NP Enrichment:  (TNE)



TNE: An Alternative to Reading Comprehension

and a useful task…



TNE
We propose TNE, as an alternative benchmark for measuring RC

● We model (and benchmark) only the text (no immediate artifacts)
● We have a well-scoped task…

that focuses on the relations between NPs in a (longish) text
● It is a useful task



TNE



TNE: The Task
● Input: 



● Output:

TNE: The Task: Relations between NPs



Relation between NPs
Have been studied before in NLP…

● SRL: relations mediated via verbs

<Crown Princess Mary, gives, birth>
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Have been studied before in NLP…

● SRL: relations mediated via verbs
● Coreference Resolution:

is same as relation

<Crown Princess Mary, identity, Her 
Royal Highness Crown Princess Mary>



Relation between NPs
Have been studied before in NLP…

● SRL: relations mediated via verbs
● Coreference Resolution:

is same as relation
● Bridging:

(a limited set of)
preposition mediated relations*

of

<male child, of Crown Princess Mary>

* not only



Relation between NPs
TNE

● Collect all preposition-mediated
relations

of

<male child, of Crown Princess Mary>
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Relation between NPs
TNE
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<birth, by, Crown Princess Mary>



Relation between NPs
TNE

● Collect all preposition-mediated
relations

● Explicit (rare)
● Implicit (common)

in

<birth, in, Denmark>
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● Collecting using Controlled Crowdsourcing (Roit et al., 20, Pyatkin et al. 20)

with a (very!) carefully crafted collection design
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TNE: The Dataset
● Collecting using Controlled Crowdsourcing (Roit et al., 20, Pyatkin et al. 20)

with a (very!) carefully crafted collection design
● 23 Annotators
● 5.5+$ per document
● High agreement scores! 88.9-94.4 F1



TNE: The Dataset
● 5.5K (English) Documents:

○ 4000 for train
○ 500   for dev
○ 500   for test
○ 500   for OOD-test

● Title + 3 paragraphs per document
● 1,000,000+ Links in total in the dataset
● 186 NP links per document (on average)

Out of 362-36=1260 possible links per document (~15%)



TNE: The Dataset
● 23 prepositions



TNE: The Dataset



TNE: Evaluation & Models



TNE: Evaluation 
● F1 score of the recovered triplets (NP1, preposition, NP2) between the 

predictions and the gold-standard
● Precision and recall as well
● Labeled and Unlabaled versions (in this talk I only report labeled)



TNE: Heuristic Baselines
● We live in a world of datasets biases
● Do we have any of these?
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<male child, of Crown Princess Mary>
…

Link every NP to 
the first NP in the 
title

Title-First



● We live in a world of datasets biases
● Do we have any of these?

TNE: Heuristic Baselines
<Crown Princess Mary, of, male child>
<Denmark, of, male child>
<birth, of, male child>
…

Link every NP to 
the last NP in the 
title

Title-Last



● We live in a world of datasets biases
● Do we have any of these?

TNE: Heuristic Baselines

Link every NP to 
the previous NP 
in the text

<Denmark, of, Crown Princess Mary>
<birth, of, Denmark>
<male child, of,birth>
…

Previous NP



● We live in a world of datasets biases
● Do we have any of these?

Link every NP to 
the explicit, 
surface form link

TNE: Heuristic Baselines
<Crown Princess Mary, of, Denmark>
<birth, to, male child>
<waiting, for, the Royal Family>
…

Explicit NP



● We live in a world of datasets biases
● Do we have any of these?

Link every NP to 
the explicit, 
surface form link

TNE: Heuristic Baselines

These heuristics can get you so far,

But it is very far from “human performance”

<Crown Princess Mary, of, Denmark>
<birth, to, male child>
<waiting, for, the Royal Family>
…

Explicit NP



TNE: Modeling + Results

A big gap remains!

● We proposed several baselines
● More details in the paper



TNE: Modeling + Results

This 
work
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TNE: Modeling + Results

This 
work

Newer 
Models

Still a Hard Task!

Can you do better?



Story #2
● In the paper, we also cover other stories:

○ Recovering implicit information
○ Crowdsourcing a large, high-quality dataset
○ Extensive comparison to other linguistic phenomena

Including an answer for
“

”



Story #2
● In the paper, we also cover other stories:

○ Recovering implicit information
○ Crowdsourcing a large, high-quality dataset
○ Extensive comparison to other linguistic phenomena

● Check it out!



Summary
● TNE: a new benchmark for Reading Comprehension
● …and a useful task, with many applications: Relation Extraction, 

Question Answering, etc.
● A large, high-quality dataset
● A challenging task



TNE: Modeling
● We propose some baselines for the task
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● 2.5 Variants:
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to of by … no- 
link
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TNE: Results
● 2.5 Variants:

○ Coupled:     A head that predicts 1 of the 23 prepositions or no-link
○ Decoupled: 1 head that predicts if a link exists and…

1 head that predicts the preposition (if it exists)
○ Static: both versions, but freezing the encoder model (similar to probing) A big gap remains!



Bonus: TNE, A 3 Year Long Project

● Simplicity
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Bonus: TNE, A 3 Year Long Project

● Simplicity
● Quality
● Availability 



End of Part I
Questions? yanaiela.github.io/TNE/

github.com/yanaiela/TNE

leaderboard.allenai.org/tne/

https://yanaiela.github.io/TNE/
https://github.com/yanaiela/TNE
https://leaderboard.allenai.org/tne/


But What About ChatGPT???





Who asked you??









Wait What?
Wait What?



What About Other Missing Elements?
● TNE
● Fused-Heads
● Complement Coercion





…
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…



ChatGPT and Missing Elements
● The understanding of such constructions is still not solved

○ Although it does work surprisingly (?) well out of the box

● But let’s look back at why these questions are interesting



ChatGPT and Missing Elements
● A more traditional approach to make things work
● Part of the “NLP Pipeline”

○ Part-of-speech
○ Coreference resolution
○ Syntactic parsing
○ Missing elements?
○ …

● Are these tasks still relevant?



ChatGPT and Traditional NLP Tasks
● Are these tasks still relevant (as of 2023)?

Yes, if:
● You are interested in language
● You work with low resources 

languages
● You want to extract information 

from the entire web

No, if:
● You want to make things work 

(and you can afford the 
large-scale models)

● You are interested in AGI



● “Somewhat useless to model such tasks in the age of GPT-3”
● So what’s left to research?

○ Datasets - what in the data is responsible for LLM’s behavior?
○ Interpretability - how do these models work?
○ Biases - what are biased behaviors, and how to fix them?
○ Interactivity - how to interact with these models?
○ Efficiency - GPT* is a POC, how to improve?
○ Multilingual - unlikely to obtain huge amounts of data for certain languages
○ Tasks - new, and more challenging tasks
○ …

ChatGPT and Traditional NLP Tasks

I will focus on Data, and present a building block



WIMBD: What’s In My Big Data?



Scale of Data

Bengio et al 
2003

A Neural 
Probabilistic 

Language 
Model

1.2M

NLP 
(Almost)

From 
Scratch

Collobert et al 
2011

5M

Word2Vec
Mikolov et al 

2013

300M*

ELMo
Peters et al 

2018

93M

BERT
Devlin et al 

2018

330M

GPT2
Radford et al 

2019

1.5B

GPT3
Brown et al 

2020

175B

LLaMA
Touvron et al 

2023

65B

PA
R

A
M

S

BLOOM
Big Science 

2022

TO
K

E
N

S

14M 631M 1.6B 1.8B 3.3B ~14B ~400B 1.4T1.6T*

175B

Thanks Luca Soldaini for the slide!



Scale of Data
● So how to deal with this much data?
● Remember BigData from 10 years ago?

○ Let’s reuse these ideas



WIMBD: High Level Capabilities
● A toolkit to study textual data
● Counts

○ Exact Counts
○ Compressed Counts
○ Estimated Counts
○ Sampled Counts

● Queries
○ Retrieval



WIMBD: Counts
● Exact Counts

○ Map-Reduce

We can get:

● Domain distribution
● Length distribution
● …



WIMBD: Counts
● Compressed Counts

○ Dictionary (a big one)

We can get:

● Duplicates
● Near duplicates



WIMBD: Counts
● Estimated Counts

○ Bloom Filters

We can get:

● N-gram counts



WIMBD: Counts
● Sampled Counts

○ Random access

We can get:

● Time-consuming operations



● Retrieving matching documents
○ Elastic-Search

We can get:

● Dataset contamination
● Your personal data
● …

WIMBD: Retrieval



● C4
● The Pile
● Oscar
● S2ORC
● OpenWebText
● LAION
● The Stack

WIMBD: Analyzing Datasets

GPT-j / GPT-neo / phythia

Code but - “... In python files, [English] 
makes up to ~96% of the dataset



Always check your data!

WIMBD: A Few Interesting Results: Basic Stats
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WIMBD: A Few Interesting Results: Contamination



WIMBD: A Few Interesting Results: Toxic Language

 Zhou et. al 2021



● To understand models - What, How, Why:
● We need to understand the data
● We can’t claim:

○ “Emergent abilities” without understanding the data
○ Generalization without de-contaminating the data
○ Bias Amplification without measuring biases in the data
○ Memorization without testing for presence in the data
○ …

WIMBD: Summary

TBD



● Provide a set of tools that allows studying large corpora
● Analyze seven corpora, of different nature, some used for training LMs
● Can be seen as filtering advice, as well as post-hoc studies

WIMBD: Summary



End of Part 2
Thank you
Questions? @yanaiela

yanaiela.github.io

https://yanaiela.github.io/

