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What's In My Big Data?

● Datasets are the foundation of ML models 

● To understand model behavior, we must  

understand their underlying data 

● How do we analyze the contents of  

terabytes of unstructured text data?!

● Search 
● Counts 
○ Tokens 
○ Domains 
○ …

(1) Motivation (2) The Platform (3) Datasets & Analyses
1.Data Statistics 

a.High-level statistics 
b.Internet domains distribution 
c.Dates distribution

2.Data Quality 
a.Common n-grams 
b.Duplicates
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from wimbd.es import count_documents_containing_phrases 
 
count_documents_containing_phrases("c4", "artificial intelligence")
# 6,065,714

from wimbd.es import count_documents_containing_phrases 

count_documents_containing_phrases("c4", "artificial intelligence")
# 6,065,714

WIMBD: Corpora

We cover ten different corpora, including text-only corpora (e.g., C4), captions from image-

captioning (LAION-2B-en), and code (The Stack). A high level description of these datasets

using WIMBD is presented in the summary table and we provide here some information

about those corpora.

ElasticSearch Access

We have indexed several of the corpora used in this work using ElasticSearch. Due to the

nature of ES, we are not able to release its keys publicly, but we can provide individual access

keys upon request. Please �ll in the following form.

For accessing the Dolma dataset, please �ll in the following form.

OpenWebText GPT-2* 41.2 8,005,939 7,767,705,349 95,139 128

C4 T5 838.7 364,868,892 153,607,833,664 101,898 5

mC4-en umT5 14,694.0 3,928,733,374 2,703,077,876,916 181,949 1

OSCAR BLOOM* 3,327.3 431,584,362 475,992,028,559 1,048,409 1

The Pile GPT-J/Neo & pythia 1,369.0 210,607,728 285,794,281,816 28,121,329 0

RedPajama LLaMA* 5,602.0 930,453,833 1,023,865,191,958 28,121,329 0

S2Orc SciBERT* 692.7 11,241,499 59,863,121,791 376,681 1

peS2o - 504.3 8,242,162 44,024,690,229 97,043 154

LAION-2B-en Stable Diffusion* 570.2 2,319,907,827 29,643,340,153 131,077 0

The Stack StarCoder* 7,830.8 544,750,672 1,525,618,728,620 26,298,134 0

Summary statistics of corpora, along with models trained on such dataset. The number of tokens are calculated using unicode segmentation tokenizer. Models

noted with * signi�es the model was not trained exactly on the version we consider, either due to some �ltering, using additional data, or the original data

being private.

OpenWebText
OpenWebText is an open-source reproduction of the data used to train GPT-2. Due to the

limited information provided by the GPT-2 paper, and never releasing the data, it is unclear

how similar OpenWebText is to the original data (WebText), but similar steps to the paper's

reports were conducted (such as deduplication, non-English �ltering, min-length �ltering,

etc.).

C4
C4 is the dataset used by Raffel et al., 2020 for trainingT5. The dataset: The Colossal Clean

Crawled Corpus (C4 in short) is based on Common Crawl as a source of text that was scraped

from the web. As such, a lot of the data is noisy, and a set of heuristics were employed to clean

it up, such as �ltering documents by length, obscene/bad words, duplicate texts, non-english,

Corpus Model Size (GB) # Documents # Tokens max(# Tokens) min(# Tokens)
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3.Community/Society  
Measurements 
a.Contamination 
b.PII

4.Cross-data Analysis 
a.Distributional similarity 
b.Overlapping documents

What's In My Big Data?

Large text corpora are the backbone of language models. However, we have a limited

understanding of the content of these corpora, including general statistics, quality, social

factors, and inclusion of evaluation data (contamination). What's In My Big Data? (WIMBD), is

a platform and a set of 16 high-level analyses that allow us to reveal and compare the

contents of large text corpora. WIMBD builds on two basic capabilities---count and search---

at scale, which allows us to analyze more than 35 terabytes on a standard compute node.

We apply WIMBD to 10 different corpora used to train popular language models, including

C4, The Pile, and RedPajama. Our analysis uncovers several surprising and previously

undocumented �ndings about these corpora, including the high prevalence of duplicate,

synthetic, and low-quality content, personally identi�able information, toxic language, and

benchmark contamination. We open-source WIMBD's code and artifacts to provide a

standard set of evaluations for new text-based corpora and to encourage more analyses and

transparency around them.

n-gram Explorer
We explore the most common n-grams of each of the 10 corpora we consider. We compute

the 10K most common n-grams for all corpora, with different n-grams. The interface uses

distinct colors to highlight identical n-grams across different corpora, enabling easy

comparisons.

* For better readability with larger n-grams reduce the number of selected corpora.

Rank C4 Dolma
LAION-

2B-en
OSCAR

OpenWe

bText

RedPaja

ma
S2ORC The Pile The Stack mC4-en peS2o

1 . . . . . - - - - - " " " " " � � � � � - - - - - . . . . . q q q q q - - - - - - - - - - . . . . . , . . . ,

2 ? ? ? ? ? * * * * * Load i… \ \ \ \ \ . . . . . - - - - - , . . . , = = = … * * * * * - - - - - On th…

3 * * * * * = = = … image … - - - - - = = = … * * * * * 1 , . . . * * * * * = = = … " : null… . On t…

OpenWebText C4 mC4-en OSCAR The Pile RedPajama

S2ORC peS2o LAION-2B-en The Stack Dolma

Corpora

Ngram Length

1 2 3 4 5 10 100

WIMBD Home About Corpora Paper Artifacts Code

What's In My Big Data?

Large text corpora are the backbone of language models. However, we have a limited

understanding of the content of these corpora, including general statistics, quality, social

factors, and inclusion of evaluation data (contamination). What's In My Big Data? (WIMBD), is

a platform and a set of 16 high-level analyses that allow us to reveal and compare the

contents of large text corpora. WIMBD builds on two basic capabilities---count and search---

at scale, which allows us to analyze more than 35 terabytes on a standard compute node.

We apply WIMBD to 10 different corpora used to train popular language models, including

C4, The Pile, and RedPajama. Our analysis uncovers several surprising and previously

undocumented �ndings about these corpora, including the high prevalence of duplicate,

synthetic, and low-quality content, personally identi�able information, toxic language, and

benchmark contamination. We open-source WIMBD's code and artifacts to provide a

standard set of evaluations for new text-based corpora and to encourage more analyses and

transparency around them.

n-gram Explorer
We explore the most common n-grams of each of the 10 corpora we consider. We compute

the 10K most common n-grams for all corpora, with different n-grams. The interface uses

distinct colors to highlight identical n-grams across different corpora, enabling easy

comparisons.

* For better readability with larger n-grams reduce the number of selected corpora.

Rank C4 Dolma
LAION-

2B-en
OSCAR

OpenWe

bText

RedPaja

ma
S2ORC The Pile The Stack mC4-en peS2o

1 . . . . . - - - - - " " " " " � � � � � - - - - - . . . . . q q q q q - - - - - - - - - - . . . . . , . . . ,

2 ? ? ? ? ? * * * * * Load i… \ \ \ \ \ . . . . . - - - - - , . . . , = = = … * * * * * - - - - - On th…

3 * * * * * = = = … image … - - - - - = = = … * * * * * 1 , . . . * * * * * = = = … " : null… . On t…

OpenWebText C4 mC4-en OSCAR The Pile RedPajama

S2ORC peS2o LAION-2B-en The Stack Dolma

Corpora

Ngram Length

1 2 3 4 5 10 100

WIMBD Home About Corpora Paper Artifacts Code

(4) Results
(i) Most common n-grams (ii) Internet-domain distribution (iii) Length distribution (v) Personally Identifiable Information (PII)

(iv) Duplicate documents (vi) Benchmark contamination
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Table 3: Most common 10-grams in five of the corpora we consider. n-grams from the top-10 that occur in more
than one corpus are highlighted in the same color.

OpenWebText C4 mC4-en OSCAR The Pile
n-gram Count n-gram Count n-gram Count n-gram Count n-gram Count
- - - - - - - - - - 3.4M ? ? ? ? ? ? ? ? ? ? 9M . . . . . . . . . . 1.76B 773M - - - - - - - - - - 3.64B
. . . . . . . . . . 1.05M . . . . . . . . . . 7.27M - - - - - - - - - - 823M \ \ \ \ \ \ \ \ \ \ 395M = = = = = = = = = = 602M
= = = = = = = = = = 830K - - - - - - - - - - 4.41M 349M - - - - - - - - - - 175M * * * * * * * * * * 188M
* * * * * * * * * * 595K * * * * * * * * * * 3.87M * * * * * * * * * * 314M . . . . . . . . . . 91.6M ) { ref - type = " fig " } 59.1M
# # # # # # # # # # 302K ! ! ! ! ! ! ! ! ! ! 1.91M \ / s \ / files \ / 1 \ 183M * * * * * * * * * * 34.9M / / / / / / / / / / 56.2M

amp ; amp ; amp ; amp ; amp ; 278K . You can follow any responses to this entry through 784K / s \ / files \ / 1 \ / 183M = = = = = = = = = = 22.9M . . . . . . . . . . 54.9M
; amp ; amp ; amp ; amp ; amp 265K 753K \ / \ / cdn.shopify.com \ / s \ / 182M ( Opens in new window ) Click to share on 15.7M # # # # # # # # # # 38.3M
— — — — — — — — — — 249K You can follow any responses to this entry through the 752K / cdn.shopify.com \ / s \ / files \ / 182M Log Out / Change ) You are commenting using your 13.6M } - - - - - - - - - 30.1M
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88.1K can follow any responses to this entry through the RSS 752K \ / cdn.shopify.com \ / s \ / files \ 182M ( Log Out / Change ) You are commenting using 13.6M { ref - type = " fig " } ) 28.9M
~ ~ ~ ~ ~ ~ ~ ~ ~ ~ 83.3K follow any responses to this entry through the RSS 2.0 748K / \ / cdn.shopify.com \ / s \ / files 182M . ( Log Out / Change ) You are commenting 13.6M } = = = = = = = = = 21.8M

RedPajama S2ORC peS2o LAION-2B-en The Stack
n-gram Count n-gram Count n-gram Count n-gram Count n-gram Count
. . . . . . . . . . 670M q q q q q q q q q q 30.2M . . . . . . . . . . 1.42M - - - - - - - - - - 1.65M - - - - - - - - - - 4.29B
- - - - - - - - - - 507M . . . . . . . . . . 5.49M [ 1 ] [ 2 ] [ 3 ] [ 457K 1.43M * * * * * * * * * * 3.87B
\ \ \ \ \ \ \ \ \ \ 213M + + + + + + + + + + 3.03M ] [ 2 ] [ 3 ] [ 4 ] 453K . . . . . . . . . . 1.15M 0 0 0 0 0 0 0 0 0 0 2.75B
* * * * * * * * * * 195M * * * * * * * * * * 1.93M 1 ] [ 2 ] [ 3 ] [ 4 453K \ \ \ \ \ \ \ \ \ \ 809K = = = = = = = = = = 2.62B
= = = = = = = = = = 145M º º º º º º º º º º 1.73M [ 5 ] [ 6 ] [ 7 ] [ 450K < br / > < br / > < br 797K , " resolved " : " https : / / 1.46B
/ / / / / / / / / / 79.3M · · · · · · · · · · 1.56M [ 6 ] [ 7 ] [ 8 ] [ 448K / > < br / > < br / > 796K " , " resolved " : " https : / 1.46B

. . / . . / . . / . 35.3M - - - - - - - - - - 1.11M ] [ 6 ] [ 7 ] [ 8 ] 448K br / > < br / > < br / 796K " resolved " : " https : / / registry.npmjs.org 1.42B

. / . . / . . / . . 35.3M [ 5 ] [ 6 ] [ 7 ] [ 646K 5 ] [ 6 ] [ 7 ] [ 8 446K > < br / > < br / > < 576K resolved " : " https : / / registry.npmjs.org / 1.42B
/ . . / . . / . . / 35.2M [ 1 ] [ 2 ] [ 3 ] [ 645K ] [ 7 ] [ 8 ] [ 9 ] 446K | Price : 1 Credit ( USD $ 1 ) 437K , , , , , , , , , , 1B
# # # # # # # # # # 33M [ 6 ] [ 7 ] [ 8 ] [ 644K 6 ] [ 7 ] [ 8 ] [ 9 444K vector | Price : 1 Credit ( USD $ 1 437K . tgz " , " integrity " : " sha512 938M

appear on the ten consecutive question marks symbols and categorize each appearance into writing,
noise, and format occurrence. Analyzing 100 random documents, we found that 68% of documents
use such n-grams as part of their writing style (e.g., ... $6???????????? How is that
possible?, or ... So what do u think?????????????????????????). 18% are
due to noise as we could not understand the context or content of the writing (e.g., ... e
??????????????? kap chit-koa ??), and finally, 14% of the documents were due to
different format styles or issues (e.g., a sequence of question marks following by a ‘normal’ text, or a
sequence of question marks between keywords).

4.3.2 DUPLICATES

Previous work has found that duplication can affect the quality of pretraining data, impacting sample
efficiency (Lee et al., 2022; Tirumala et al., 2023) and memorization (Carlini et al., 2023). While more
recent work finds contradictory evidence on data with less web-scraped text (Biderman et al., 2023),
measuring duplication in pretraining data is necessary for future research on its effects. We calculate
duplicates by matching documents with an MD5 hash of their texts (using Compressed Counts ).
If more than a single document has the same hash, we consider them duplicates.3 We examine
the duplication of document text and URLs within each dataset. While some datasets explicitly
deduplicate their content, others do not, and some even oversample some sources.

Figure 3: Percentages of document and document
cluster duplicates in corpora with > 1% documents
duplicated (corresponding to blue and orange bars).
Duplicate counts are above bars.

Table 4: Most frequent text duplicates from four
datasets with text duplicates, along with their counts.
Truncation for visualization is marked by [...].

Corpus Text

OSCAR In order to login you must be registered. Register ing
takes only a few moments but gives you increas[...]Count: 1.8M

The Pile {\n "info" : {\n "version" : 1,\n "author" : "xcode"\n
}\n}Count: 3.8K

RedPajama ACCEPTED\n\n#### According to\nInternational Pla
nt NamesIndex\n\n#### Published in\nnull\n\n####
Original n[...]Count: 213.9K

LAION-2B-en Front Cover
Count: 1M

In Figure 3 we show counts and ratios of duplication across datasets with greater than 1% documents
duplicated, and all datasets are shown in Table 13 in the appendix. These are based on two kinds
of counts: (1) the count of documents in all clusters of duplicate text (in blue) and (2) the count of
duplicate clusters (in orange). As expected, deduplicated corpora such as C4 have no exact duplicates
(as those were filtered out of the corpus). In contrast, The Pile, which intentionally oversampled some
data sources, has many duplicates (139M documents belonging to 64.6M duplicate text clusters).
LAION-2B-en has the second highest ratio of duplicate documents (1.25B documents belonging
to 342M duplicate text clusters), perhaps due to the smaller space of short sentences common in

3To test for hash collisions, we rerun the analysis with a different random seed. None of the > 7 billion
hashes across the ten corpora had a different count. This could only occur if an identical number of collisions
conflated an identical set of counts or, more likely, there were no collisions.
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Internet Domain Explorer
Models are trained on billions of tokens from the internet. But where do these tokens come

from? Here, we present the most commonly used domains in the different corpora we

consider (that contain url information in their metadata). In addition, we also support the

search over the entire domains list.

The table provides information on the number of tokens originating from speci�c domains,

offering a clear breakdown of the dataset's content.

The percentages of all tokens refer to the number of tokens out of documents with available

URL information. In some cases (such as RedPajama), many documents do not contain URL

information, and thus the percentages are not representative of the tokens from entire

dataset.

The lookup perform a pre�x search over the domains list (e.g., 'allenai.'will match all domains

that start with 'allenai.' such as 'allenai.org').

Domain Corpus Rank Tokens % of All Tokens

www.geteasysolution.com C4 473082 49,859 0.000032%

www.geteasysolution.com RedPajama 472159 49,859 0.000023%

www.geteasysolution.com mC4-en 1658921 156,174 0.0000056%

Overlap Explorer
Visualization of dataset text overlaps across the various corpora we consider. Overlap refers

to documents whose textual content is identical across corpora.

Corpora Overlap Count

C4, OSCAR 1,680,953

C4, mC4-en 1,376,471

C4 mC4-en OSCAR RedPajama LAION-2B-en Dolma

Corpora

Domain to Lookup

www.geteasysolution.com

Search

OpenWebText C4 mC4-en OSCAR The Pile RedPajama

S2ORC peS2o LAION-2B-en The Stack Dolma

Corpora

GetEasySolution.com Math Solvers Math Theory Math Games and Apps Version en español

What is 2.343 percent of 280000 - step by step solution

To get the solution, we are looking for, we need to point out what we know.

1. We assume, that the number 280000 is 100% - because it's the output value of
the task.
2. We assume, that x is the value we are looking for.
3. If 280000 is 100%, so we can write it down as 280000=100%.
4. We know, that x is 2.343% of the output value, so we can write it down as
x=2.343%.
5. Now we have two simple equations:
1) 280000=100%
2) x=2.343%
where left sides of both of them have the same units, and both right sides have
the same units, so we can do something like that:
280000/x=100%/2.343%
6. Now we just have to solve the simple equation, and we will get the solution we
are looking for.

7. Solution for what is 2.343% of 280000

280000/x=100/2.343
(280000/x)*x=(100/2.343)*x       - we multiply both sides of the equation by x
280000=42.680324370465*x       - we divide both sides of the equation by
(42.680324370465) to get x
280000/42.680324370465=x
6560.4=x
x=6560.4

now we have:

2.343% of 280000=6560.4

Simple and best practice solution for 2.343% of 280000. Check how
easy it is, and learn it for the future. Our solution is simple, and easy
to understand, so don`t hesitate to use it as a solution of your
homework.
If it's not what You are looking for type in the calculator fields your own values, and You will get the solution.

What is  % of  ? CALCULATE

 is what percent of  ? CALCULATE

See similar equations:
| What is 25 percent of 35247.86 - step by step solution |  | What is 34 percent of 35.99 - step by step solution

|  | 1500 is what percent of 36.36 - step by step solution |  | What is 10 percent of 5741 - step by step solution

|  | What is 7 percent of 25.72 - step by step solution |  | 1904 is what percent of 8700 - step by step solution

|  | 262.6 is what percent of 290 - step by step solution |  | What is 6666 percent of 3.5 - step by step solution

|  | What is 10 percent of 327.73 - step by step solution |  | 36000 is what percent of 34700 - step by step

solution |  | What is 12240 percent of 5 - step by step solution |  | What is 231.12 percent of 10272 - step by

step solution |  | What is 142000 percent of 16000 - step by step solution |  | 580 is what percent of 338 - step

by step solution |  | What is 2.9 percent of 15.918 - step by step solution |  | 229 is what percent of 90 - step

Equations solver categories
Equations solver - equations involving one
unknown
Quadratic equations solver
Percentage Calculator - Step by step
Derivative calculator - step by step
Graphs of functions
Factorization
Greatest Common Factor
Least Common Multiple
System of equations - step by step solver
Fractions calculator - step by step
Theory in mathematics
Roman numerals conversion
Tip calculator
Numbers as decimals, fractions, percentages
More or less than - questions
How to solve complicated linear equation
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Figure 5: Most contaminated evaluations test sets out of 82 PromptSource (Bach et al., 2022) datasets.

from PromptSource (Bach et al., 2022), a repository containing prompts for 279 different datasets
(as of May 2023). We filter datasets we cannot automatically download, from Huggingface datasets
(Lhoest et al., 2021), and datasets that do not have a test split. In addition, we only consider datasets
that contain at least two inputs (e.g., natural language inference), leaving us with 82 datasets.

We measure contamination by testing whether all input fields are present in a single document and
report the percentage of contaminated examples from the test set. Our contamination evaluation
serves as an upper bound of exact-match dataset contamination. We provide more details of our
analysis and design choices in Appendix B.3.1.

Contaminated datasets We present the results in Figure 5. We showcase all benchmarks whose
contamination percentages are at least 5% in one of the four corpora. We find that RedPajama is the
most contaminated dataset out of the four, where in eight out of the 15 corpora, its contamination
rate is above 50%, and fully contaminated in the case of COPA (Roemmele et al., 2011). The Pile’s
contamination rates are lower, but it is also contaminated with a few datasets, such as aesic (Zhang
& Tetreault, 2019), WSC (Levesque et al., 2012) and WIC (Pilehvar & Camacho-Collados, 2019),
which were included in the SuperGLUE evaluation benchmark (Wang et al., 2019).

Most examined datasets were not found in the corpora. It is important to note that while we find
some contamination, most of the considered benchmarks do not appear in the corpora we investigated
(67 out of the 82 datasets). For instance, Winogrande (Sakaguchi et al., 2021), a large corpus in the
style of the Winograd schema, does not appear in any of the examined corpora.

4.4.2 PERSONALLY IDENTIFIABLE INFORMATION

Table 5: Extrapolated PII frequencies. Count
is the extrapolated frequency and Prec. is our
identification precision accuracy, estimated
by manual analysis of 100 random examples.

Corpus Email Addresses Phone Numbers IP Addresses
Count Prec. Count Prec. Count Prec.

OpenWebText 364K 99 533K 87 70K 54
OSCAR 62.8M 100 107M 91 3.2M 43
C4 7.6M 99 19.7M 92 796K 56
mC4-en 201M 92 4B 66 97.8M 44
The Pile 19.8M 43 38M 65 4M 48
RedPajama 35.2M 100 70.2M 94 1.1M 30
S2ORC 630K 100 1.4M 100 0K 0
peS2o 418K 97 227K 31 0K 0
LAION-2B-en 636K 94 1M 7 0K 0
The Stack 4.3M 53 45.4M 9 4.4M 55

PII is “information which can be used to distinguish or
trace an individual’s identity, such as their name, social se-
curity number, biometric records, etc.” (Johnson III, 2007).
Recent research has sought to extract PII from LMs (Car-
lini et al., 2021). These attacks highlight that LMs can
ingest and reproduce PII contained in their training data,
and show the risks of training on data that contains such
information, even if the data remains private.

We document three kinds of personally identifiable in-
formation in pretraining corpora: phone numbers, email
addresses, and IP addresses. We employ regular expres-
sions corresponding to each PII type using the Exact Counts . We provide more details about our
methodology, the regexes, additional results, and error analyses in Appendix B.3.2. We conduct a
manual analysis to estimate the precision of these methods on all corpora. The results of this analysis,
as well as the extrapolated frequency of these matches, are presented in Table 5. Our identification
method is highly precise (>80% precision) for email addresses on eight out of 10 corpora, and
for phone numbers on five of the 10 corpora. Overall, most corpora contain a high volume of PII
information, varying in type based on the corpus. For instance, RedPajama contain mainly phone
numbers (70.2M) and a smaller amount of IP Addresses (1.1M), but S2ORC and peS2o contain
mainly email addresses (630K and 418K, respectively) and no IP addresses were identified. The most
common PII across corpora is phone numbers, followed by email addresses and IP addresses (except
for The Stack, which has more IP addresses than email addresses: 4.4M vs. 4.3M, and peS2o, which
has more email addresses than phone numbers). Finally, we observe that mC4-en contains the largest
amount of PII, also when controlling for the number of tokens (Table 19 in the Appendix).
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Table 3: Most common 10-grams in five of the corpora we consider. n-grams from the top-10 that occur in more
than one corpus are highlighted in the same color.
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n-gram Count n-gram Count n-gram Count n-gram Count n-gram Count
- - - - - - - - - - 3.4M ? ? ? ? ? ? ? ? ? ? 9M . . . . . . . . . . 1.76B 773M - - - - - - - - - - 3.64B
. . . . . . . . . . 1.05M . . . . . . . . . . 7.27M - - - - - - - - - - 823M \ \ \ \ \ \ \ \ \ \ 395M = = = = = = = = = = 602M
= = = = = = = = = = 830K - - - - - - - - - - 4.41M 349M - - - - - - - - - - 175M * * * * * * * * * * 188M
* * * * * * * * * * 595K * * * * * * * * * * 3.87M * * * * * * * * * * 314M . . . . . . . . . . 91.6M ) { ref - type = " fig " } 59.1M
# # # # # # # # # # 302K ! ! ! ! ! ! ! ! ! ! 1.91M \ / s \ / files \ / 1 \ 183M * * * * * * * * * * 34.9M / / / / / / / / / / 56.2M

amp ; amp ; amp ; amp ; amp ; 278K . You can follow any responses to this entry through 784K / s \ / files \ / 1 \ / 183M = = = = = = = = = = 22.9M . . . . . . . . . . 54.9M
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appear on the ten consecutive question marks symbols and categorize each appearance into writing,
noise, and format occurrence. Analyzing 100 random documents, we found that 68% of documents
use such n-grams as part of their writing style (e.g., ... $6???????????? How is that
possible?, or ... So what do u think?????????????????????????). 18% are
due to noise as we could not understand the context or content of the writing (e.g., ... e
??????????????? kap chit-koa ??), and finally, 14% of the documents were due to
different format styles or issues (e.g., a sequence of question marks following by a ‘normal’ text, or a
sequence of question marks between keywords).

4.3.2 DUPLICATES

Previous work has found that duplication can affect the quality of pretraining data, impacting sample
efficiency (Lee et al., 2022; Tirumala et al., 2023) and memorization (Carlini et al., 2023). While more
recent work finds contradictory evidence on data with less web-scraped text (Biderman et al., 2023),
measuring duplication in pretraining data is necessary for future research on its effects. We calculate
duplicates by matching documents with an MD5 hash of their texts (using Compressed Counts ).
If more than a single document has the same hash, we consider them duplicates.3 We examine
the duplication of document text and URLs within each dataset. While some datasets explicitly
deduplicate their content, others do not, and some even oversample some sources.

Figure 3: Percentages of document and document
cluster duplicates in corpora with > 1% documents
duplicated (corresponding to blue and orange bars).
Duplicate counts are above bars.

Table 4: Most frequent text duplicates from four
datasets with text duplicates, along with their counts.
Truncation for visualization is marked by [...].

Corpus Text

OSCAR In order to login you must be registered. Register ing
takes only a few moments but gives you increas[...]Count: 1.8M

The Pile {\n "info" : {\n "version" : 1,\n "author" : "xcode"\n
}\n}Count: 3.8K

RedPajama ACCEPTED\n\n#### According to\nInternational Pla
nt NamesIndex\n\n#### Published in\nnull\n\n####
Original n[...]Count: 213.9K

LAION-2B-en Front Cover
Count: 1M

In Figure 3 we show counts and ratios of duplication across datasets with greater than 1% documents
duplicated, and all datasets are shown in Table 13 in the appendix. These are based on two kinds
of counts: (1) the count of documents in all clusters of duplicate text (in blue) and (2) the count of
duplicate clusters (in orange). As expected, deduplicated corpora such as C4 have no exact duplicates
(as those were filtered out of the corpus). In contrast, The Pile, which intentionally oversampled some
data sources, has many duplicates (139M documents belonging to 64.6M duplicate text clusters).
LAION-2B-en has the second highest ratio of duplicate documents (1.25B documents belonging
to 342M duplicate text clusters), perhaps due to the smaller space of short sentences common in

3To test for hash collisions, we rerun the analysis with a different random seed. None of the > 7 billion
hashes across the ten corpora had a different count. This could only occur if an identical number of collisions
conflated an identical set of counts or, more likely, there were no collisions.
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