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State of THe Art NLP
A Deep Neural Network (2017), called: 
Transformers



State of THe Art NLP
Since 2018, using the Transformers

to train Big Language Models
to predict words in context
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State of THe Art NLP
Step 1: Pick your favorite muppet

Step 2: Bring your own data + Train

Step 3: Rock the leaderboard



State of THe Art NLP
GLUE



Can We Go Home??
(No)



Case Study
Commonsense Reasoning

Supervised training is not 
always the answer



The Winograd Schema
● Introduced in 2011 as an alternative to the Turing Test 

by Hector J. Levesque

● “... Moreover, the test is arranged in such a way that 
having full access to a large corpus of English text 
might not help much ... ”
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The Winograd Schema
● The trophy doesn’t fit in the brown suitcase because it 

was too large.

● Joan made sure to thank Susan for all the help she had 
given.

Why is it hard?
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The Winograd Schema
Every question in the schema involves 4 key points:

1. Two entities are mentioned in each sentence
2. A pronoun is used in the example to refer to one of the 

entities
3. The task is to determine which of the two entities is 

referred to by the pronoun (coreference)
4. Each sentence contains a special word which, when 

replaced, the answer changes.

Joan made sure to thank Susan for all the help she had given.
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The Winograd Schema
● Was considered a hard task for years
● Until recently, models’ performance oscillated near random
● But now things looks different

Winogrande



The Winograd Schema
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The Winograd Schema
Did the muppets solve it?

No!



The Winograd Schema: Issue #1

Models perform better than random even 
with partial information
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The Winograd Schema: Biases

● The trophy doesn't fit into the brown suitcase because it 
is too large.

● because it is too large.

Partial-Sentence

??
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The Winograd Schema: Biases
The gap from random 
shrinks!



The Winograd Schema: Evaluation

Current evaluation is sub-optimal
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The Winograd Schema: Evaluation
Every winograd example constitutes of paired sentences:

● The trophy doesn't fit into the brown suitcase because it is too large.
● The trophy doesn't fit into the brown suitcase because it is too small.

Succeeding on one may be due to randomness or some 
correlation



The Winograd Schema: Evaluation
Instead, we require correct predictions on each pair

● A more robust evaluation
● Reduces the risk of “giving away” points to biased 

examples
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The Winograd Schema: Issue #2

Training on commonsense reasoning is 
futile
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The Winograd Schema: Training
● Commonsense space is huge

Are supervised datasets with 10K, 100K enough?



The Winograd Schema: Training
● Commonsense space is huge
● Limited generalization



The Winograd Schema: Training
Instead:

● Evaluate in a zero-shot / few-shot setting

Using Masked-Language Models:

● The trophy doesn't fit into the brown suitcase because 
the trophy is too ___.
(large/small)
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The Winograd Schema: Training
● Zero-Shot performance:

Biased,
Small

Much less biased,
Large



The Winograd Schema

Although leaderboards seem to be solved, 
we’re still far from human agreement



Case Study II
Consistency & 

Knowledge

Or, when iCloud was 
created both by
Google and Sony



Consistency & Knowledge
● Language Models are trained over large text corpora
● As a by product, they retain factual knowledge

● These LMs are thought to provide good language 
understanding capabilities

● Thus, they should provide some language-based interface



Consistency & Knowledge
Are these models consistent to knowledge?

I.e. given two paraphrases, will the answer remain the same?

● “Seinfeld was originally aired on ___”
● “Seinfeld was premiered on ___”



Consistency & Knowledge: ParaRel🤘



Consistency & Knowledge

Standard 
Task 

Performance

Consistency
+

Accuracy



What did we achieve
And where Are We Headed?



NLP - Today
● Bigger Models

● Bigger Training Corpora

● Human Performance



NLP - Today
● Their increasing sizes allow them to memorize the 

internet

● Good representation + Big datasets = Human performance



NLP - Today
However!

● Reading the entire internet doesn’t make you smart

● LMs are merely large capacity, statistical models



NLP - The Future
● Better Evaluation

○ More than a single evaluation metric

○ Size and latency measurements



NLP - The Future
● Models that

○ Have commonsense knowledge

○ Can make causal inferences

○ Are Grounded in knowledge



Thanks
 for Listening

Yanai Elazar

@yanaiela

yanaiela.github.io


