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« We study the word-level translation information embedded
in mBERT and show its astonishing translation capabilities.

o We show that mBERT learns representations which contain
both a language-encoding component and an abstract,
cross-lingual component.
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