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Towards a Reading Comprehension Benchmark

Are we there yet???
NO!

Today:

Kaushik & Lipton, 2018
Thank you Divyansh for the graph!
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Towards a Reading Comprehension Benchmark
● A big drawback of QA as an RC benchmark is the modeling:

RC-Eval(Text, Question)
Instead of:

RC-Eval(Text)



Towards a Reading Comprehension Benchmark

The community really cares about 
Reading Comprehension

But… most of the benchmarks 
revolve around Question Answering
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Towards a Reading Comprehension Benchmark

“... First, we argue that existing approaches do 
not adequately define comprehension; they are 
too unsystematic about what content is tested…”

But what does it mean for machines to comprehend texts?
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Towards a Reading Comprehension Benchmark

Text-based NP Enrichment:  (TNE)



TNE: An Alternative to Reading Comprehension

and a useful task…



TNE
We propose TNE, as an alternative benchmark for measuring RC



TNE
We propose TNE, as an alternative benchmark for measuring RC

● We model (and benchmark) only the text (no immediate artifacts)



TNE
We propose TNE, as an alternative benchmark for measuring RC

● We model (and benchmark) only the text (no immediate artifacts)
● We have a well-scoped task…

that focuses on the relations between NPs in a (longish) text



TNE
We propose TNE, as an alternative benchmark for measuring RC

● We model (and benchmark) only the text (no immediate artifacts)
● We have a well-scoped task…

that focuses on the relations between NPs in a (longish) text
● It is a useful task
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Relation between NPs
Have been studied before in NLP…

● SRL: relations mediated via verbs
● Coreference Resolution:

is same as relation
● Bridging:

(a limited set of)
preposition mediated relations*

of

<male child, of Crown Princess Mary>

* not only
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Relation between NPs
TNE

● Collect all preposition-mediated
relations

● Explicit (rare)
● Implicit (common)

in

<birth, in, Denmark>
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TNE: The Dataset
● Collecting using Controlled Crowdsourcing (Roit et al., 20, Pyatkin et al. 20)

with a (very!) carefully crafted collection design
● 23 Annotators
● 5.5+$ per document
● High agreement scores! 88.9-94.4 F1
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TNE: The Dataset
● 5.5K (English) Documents:

○ 4000 for train
○ 500   for dev
○ 500   for test
○ 500   for OOD-test

● Title + 3 paragraphs per document
● 1,000,000+ Links in total in the dataset
● 186 NP links per document (on average)

Out of 362-36=1260 possible links per document (~15%)
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TNE: Evaluation 
● F1 score of the recovered triplets (NP1, preposition, NP2) between the 

predictions and the gold-standard
● Precision and recall as well
● Labeled and Unlabaled versions (in this talk I only report labeled)
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TNE: Heuristic Baselines
<Crown Princess Mary, of, male child>
<Denmark, of, male child>
<birth, of, male child>
…

Link every NP to 
the last NP in the 
title

Title-Last
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TNE: Heuristic Baselines

Link every NP to 
the previous NP 
in the text

<Denmark, of, Crown Princess Mary>
<birth, of, Denmark>
<male child, of,birth>
…

Previous NP



● We live in a world of datasets biases
● Do we have any of these?

Link every NP to 
the explicit, 
surface form link

TNE: Heuristic Baselines
<Crown Princess Mary, of, Denmark>
<birth, to, male child>
<waiting, for, the Royal Family>
…

Explicit NP



● We live in a world of datasets biases
● Do we have any of these?

Link every NP to 
the explicit, 
surface form link

TNE: Heuristic Baselines

These heuristics can get you so far,

But it is very far from “human performance”

<Crown Princess Mary, of, Denmark>
<birth, to, male child>
<waiting, for, the Royal Family>
…

Explicit NP



TNE: Modeling + Results

A big gap remains!

● We proposed several baselines
● More details in the paper
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This 
work

Newer 
Models

Still a Hard Task!

Can you do better?
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Story #2
● In the paper, we also cover other stories:

○ Recovering implicit information
○ Crowdsourcing a large, high-quality dataset
○ Extensive comparison to other linguistic phenomena

● Check it out!
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Summary
● TNE: a new benchmark for Reading Comprehension
● …and a useful task, with many applications: Relation Extraction, 

Question Answering, etc.
● A large, high-quality dataset
● A challenging task
● Where is your model?



Thanks!
Questions? yanaiela.github.io/TNE/

github.com/yanaiela/TNE

leaderboard.allenai.org/tne/

https://yanaiela.github.io/TNE/
https://github.com/yanaiela/TNE
https://leaderboard.allenai.org/tne/


TNE: Modeling
● We propose some baselines for the task
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TNE: Results
● 2.5 Variants:

○ Coupled:     A head that predicts 1 of the 23 prepositions or no-link
○ Decoupled: 1 head that predicts if a link exists and…

1 head that predicts the preposition (if it exists)
○ Static: both versions, but freezing the encoder model (similar to probing) A big gap remains!


