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● Over the past 20 years data size keeps increasing 
● Model size is not enough, you also need more data 
● Data composition matters for downstream performance!
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● Over the past 20 years data size keeps increasing 
● Model size is not enough, you also need more data 
● Data composition matters for downstream performance! 

○ Temporal, toxicity, domain information [Longpre et al., 2023] 
○ In-context learning ability [Shin et al., 2022] 
○ Downstream performance [et al., [0-9][0-9][0-9][0-9]] 
○ …

Data Rush



But what do we do with all this data??? 

● Models are trained to maximize the data likelihood 
● → Model ~ Data 
● →→ To understand what models are capable/incapable of, and how they 

operate, we need to understand the data 

So what is in my big data?

Data Rush
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● Text corpora keep increasing size 
● It is becoming challenging to investigate the data 
● let alone extract insights 

As such, we present: WIMBD

Data Rush

🤔
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What’s In My Big Data? (WIMBD)

● A tool for analyzing what’s in my big data 
● A set of analyses on 10 popular corpora 
● Extendable, easy to use



What’s Next? ● WIMBD: Capabilities 
● WIMBD: Analyses 
● WIMBD: Science



WIMBD
Analyzing Terabytes of texts in a blink of an eye (almost)



WIMBD Capabilities [interactive]

What would you like to know about data?

https://wimbd.apps.allenai.org/

https://wimbd.apps.allenai.org/
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We support two kinds of capabilities: 

● Search 
● Counting 
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WIMBD Capabilities: Search

● We indexed 5 corpora 
● These indices are up and running, and can be queried programmatically! 
● Our python ES wrapper allows easy search over the indices



WIMBD Capabilities: Counting

Counting: 

● Process small chunks of data across different machines (Map-Reduce) 
○ In our case - a large machine with 224 CPUs 

● Map: apply a simple, fast function (e.g. extract domain from a url) 
● Reduce: aggregate results



Analyses
What did we do with these tools?



Types of Analysis

4 analysis categories: 

● Data statistics 
● Data quality 
● Community-relevant measurements 
● Cross-data analysis



Data Statistics
● High-level corpus statistics 
● Internet domain distribution 
● Dates statistics 
● Geolocation 
● Language ID



Data Statistics



Data Statistics: Domains

Enabled

Count per document Count per token



Data Statistics: Domains



Data Statistics: Domains



● Most & least common n-grams 
● Duplicates 
● Document length distribution

Data Quality



Most Common n-grams



Most Common n-grams

Insights from this analysis were useful in 
the creation of the curated peS2o corpus



Most Common n-grams

Not a big quality indicator, but interesting nonetheless



Duplicates

Duplicate Texts

Duplicate urls Whoops! 🎃



● Benchmark contamination 
● Toxic language 
● PII 
● Excluded content 
● Demographic information

Community and 
society relevant 
measurements



Benchmark Contamination

● We consider the 279 datasets from PromptSource [Bach et al., 2022] 
● Filtering: 

○ Datasets with a single input 
○ No test split 
○ Cannot be automatically downloaded from HF 
○ Ended up with 95 datasets 

● Searching for examples where all inputs can be found in the document 
○ This serves as a proxy (and upper bound) on exact match contamination 

● We compute the percentage of contamination per dataset



Benchmark Contamination



Benchmark Contamination



Personally Identifiable Information

We extend, improve, and post-process a set of regexes [Subramani et al., 2023] to 
automatically find PII in texts
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Personally Identifiable Information

We extend, improve, and post-process a set of regexes [Subramani et al., 2023] to 
automatically find PII in texts 

We consider 3 PII categories 

1. Emails 
2. Phone numbers 
3. IP addresses



Personally Identifiable Information



Internal Email Contamination



Internal Email Contamination
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WIMBD - Summary

● WIMBD as a tool 
○ Programmatic search using ES 
○ Map-reduce to process an entire corpus 
○ Easily extendable to other corpora 

● Analyses 
○ 4 different analyses categories 
○ Interesting insights into data quality, community measurements, etc. 

● Opening a door to many possibilities



Dolma -> OLMo



Dolma

WIMBD - quality discovery WIMBD - PII detection WIMBD - verification



What’s In My Big Data?
Yanai Elazar, Akshita Bhagia, Ian Magnusson, Abhilasha Ravichander, 
Dustin Schwenk, Alane Suhr, Pete Walsh, Dirk Groeneveld, Luca Soldaini, 
Sameer Singh, Hanna Hajishirzi, Noah  A. Smith, Jesse Dodge 

ICLR 2024



Look Out For…

ElasticSearch comes with a few limitations 

● It was not built to be a text search index 
● Large, costly index 
● Fast, but not that fast

→

Watch out for Rusty DAWG 
for an alternative, faster (constant) 
search 

Rusty DAWG allows us to study the 
copying mechanisms of language models

Will Merrill



Look Out For… #2

Finding the Imitation Threshold 
● The number of images required for a model to learn a “concept” 
● Important for privacy, copyrights laws, etc.

→

Spoiler: 
200-900 images of a concept (e.g., the 
face of Johnny Depp, or images in the 
style of Van Gogh) are enough to learn 
and imitate a concept

Sahil Verma



under submission at TACL  -> thrown down the stairs from TACL 
Accepted to NAACL24

The Bias Amplification Paradox 
in Text-to-Image Generation
Preethi Seshadri, Sameer Singh, Yanai Elazar



Models are Biased

• Models encode and exhibit different biases 

• This is not a new finding,  
and is a well known and documented phenomenon



Let’s Try It Out!

A photo of a face of an engineer

1/10 women!

The model is biased!



Where Does The Bias Come From?

Let’s Look At The Data



The Data is Huge!

2 billion image-caption pairs!



Where Does The Bias Come From?

ICLR ‘24



Where Does The Bias Come From?

• Using the index from WIMBD, we have fast access to the data 

• … and we can test such associations in the training data



Where Does The Bias Come From?

ENGINEER Chemical Engineer Civil Engineer Electrical 
Engineer Environmental Engineer Geological Engineer 
Materials Engineer Mechanical Engineer Mining

Engineer, Engineer Hat, Engineer Gift, Gift For Engineer, 
Student Engineer, Engineer Graduation, Engineer 
Uniform For Engineer Party

Engine Engineer Engineer Engineer Engineer - 
Women's Premium Tank Top



Establishing Data Gender Ratios

The data is large and noisy, so we need to adjust

Filtering

👨

👩

👨

Gender 
identification

2/3 ratio

We follow a similar process for the generated images



Setup

Stable Diffusion

“Nuclear safety inspector”

Input: Output:

Training
Model 

Evaluation
Gender

Data 

Evaluation



Setup

• We sample image-caption pairs: 500 total 

• 62 occupations:
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Setup

• We sample image-caption pairs: 500 total 

• 62 occupations: 

• Accountant 

• Chef 

• Engineer 

• Janitor 

• Lawyer 

• …



Bias Amplification?

Given the calculated ratios from the data, we can now compare the model’s 
generation to the training data

Diagonal: 
Bias preservation

Peach area: 
Bias Amplification

Lavender area: 
Bias de-amplification



Bias Amplification!

Given the calculated ratios from the data, we can now compare the model’s 
generation to the training data

Diagonal: 
Bias preservation

Peach area: 
Bias Amplification

Lavender area: 
Bias de-amplification

Bias is amplified by 12.57%



Bias Amplification!

Supported by previous works



The Bias Amplification Paradox

But wait! 

Why would a model amplify the biases from the training data? 

Let’s look at the training data again



Training Data Investigation

Portrait of young woman 
programmer working at a 
computer in the data center 
filled with display screens

programmer configures the... | 
Shutterstock . vector 
#669546292

Slow motion programmer female 
relaxing among nature, young 
woman on long-awaited vacation 
abroad after working year…

industrial programmer 
checking computerized 
machine status

👨👩



Training Data Investigation
~60% contain gender indicators

🧑
👨👩

Mostly with anti-
stereotype gender 
(70%)

👨
👩



Training Data Investigation
~60% contain gender indicators

🧑
👨👩

👨
👩

Test data
“A photo of a 
face of an 
engineer”

Mostly with anti-
stereotype gender 
(70%)

👨
👩



Image Captions & Prompts Mismatch

🧑👨👩

👨

👩

Training data

“A photo of a 
face of an 
engineer”

🧑
👨👩

👨

👩

Test data



Matching Distributions

Instead of comparing the generated images to the entire training set: 

• We only compare to the captions with no gender indicators
All captions No-gender captions

Bias amplification reduction 
12.57% → 8.66%



One Mismatch
What about others?



Image Captions & Prompts Mismatch #2

We also found a “default meaning”



Matching Distributions #2

Instead of comparing the generated images to the entire training set: 

• We compare to the captions that are similar to the prompts
All captions Nearest-neighbor captions

Bias amplification reduction 
12.57% → 6.76%



Matching Distributions: Combined

Finally, we combine both approaches

All captions Combined approaches

Bias amplification reduction 
12.57% → 4.35%



Bias Amplification Revisited

While we still observe amplification of bias: 

• It is significantly reduced 

• There may be more confounders/mediators 

• This problem is more nuanced and involved than originally thought

OccupationGender

Confounder

OccupationGender

Mediator



What Did We Learn From the Paradoxes?

EvaluationTraining

Investigation

homer simpson

Setup



While we still observe amplification of bias: 

● It is significantly reduced 
● There may be more confounders 
● This problem is more nuanced and involved than originally thought

The Bias Amplification Issue Revisited



Summary

WIMBD 

● Data is important (and fascinating!) 
● Data is also (these days) large, and hard to process 
● WIMBD for the rescue 

Case study: The Bias Amplification Paradox 

● Studying bias amplification of stable diffusion 
● Confounding factors which makes it seem like bias is amplified



Thank 
you!

Questions?

yanaiela.github.io 

@yanaiela

https://yanaiela.github.io/

