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Data Rush

e Over the past 20 years data size keeps increasing
e Model size is not enough, you also need more data
e Data composition matters for downstream performance!
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Data Rush

e Over the past 20 years data size keeps increasing
e Model size is not enough, you also need more data
e Data composition matters for downstream performance!
o Temporal, toxicity, domain information [Longpre et al., 2025]

A Pretrainer’s Guide to Training Data:
Measuring the Effects of Data Age, Domain Coverage,

Quality, & Toxicity
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Data Rush

e Over the past 20 years data size keeps increasing

e Model size is not enough, you also need more data

e Data composition matters for downstream performance!
o Temporal, toxicity, domain information [Longpre et al., 2025]
o In-context learning ability [Shin et al., 2022]

A Pretrainer’s Guide to Training Data:
Measuring the Effects of Data Age, Domain Coverage,
Quality, & Toxicity

On the Effect of Pretraining Corpora on
In-context Learning by a Large-scale Language Model
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Data Rush

e Over the past 20 years data size keeps increasing

e Model size is not enough, you also need more data

e Data composition matters for downstream performance!
o Temporal, toxicity, domain information [Longpre et al., 2025]
o In-context learning ability [Shin et al., 2022]
o Downstream performance [et al., [0-9][0-9][0-9][0-9]]

O
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Data Rush

But what do we do with all this data???

Models are trained to maximize the data likelihood
— Model ~ Data

— — To understand what models are capable/incapable of, and how they
operate, we need to understand the data

BIG DATA

So what is in my big data”?
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Data Rush
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e Text corpora keep increasing size %
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Data Rush
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e Text corpora keep increasing size %
e [tis becoming challenging to investigate the data Q:
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e let alone extract insights 4 -
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Data Rush

—

e Text corpora keep increasing size %
e [tis becoming challenging to investigate the data
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As such, we present: WIMBD

Analyses
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What’s In My Big Data? (WIMBD)

e A tool for analyzing what’s in my big data

WIMBD guilding Blocla Analyses
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What’s In My Big Data? (WIMBD)

e A tool for analyzing what’s in my big data
e A set of analyses on 10 popular corpora

WIMBD Building Blocks [ Analyses )
Domain Distribution Personally Identifiable Most-Common Contamination
- Information (PII) Ngrams
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| Q S e
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What’s In My Big Data? (WIMBD)

e A tool for analyzing what’s in my big data
e A set of analyses on 10 popular corpora
e Extendable, easy to use

WHAT'S IN MY BIG DATA?

WHAT'S/IN YOUR BIG DATA?

WIMBD Building Blocks Analyses
N\ R

Domain Distribution Personally Identifiable Most-Common Contamination
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|
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What,s Next? e WIMBD: Capabilities

e WIMBD: Analyses
e WIMBD: Science
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WIMBD

Analyzing Terabytes of texts in a blink of an eye (almost)
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WIMBD Capabilities [interactive]

What would you like to know about data?

https:/wimbd.apps.allenai.org/

Ai2


https://wimbd.apps.allenai.org/

WIMBD Capabilities

We support two kinds of capabilities:

e Search
e C(Counting

These two capabilities cover most questions
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WIMBD Capabilities

We support two kinds of capabilities:

m» elasticsearch
e Search 4
e C(Counting

These two capabilities cover most questions
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WIMBD Capabilities: Search

e Weindexed 5 corpora
e These indices are up and running, and can be queried programmatically!
e Our python ES wrapper allows easy search over the indices

from wimbd. import count_documents_containing_phrases
from wimbd. import get_documents_containing_phrases

count_documents_containing_phrases("c4", "legal")

get_documents_containing_phrases("c4", "legal")

Ai2



WIMBD Capabilities: Counting

Counting:

e Process small chunks of data across different machines (Map-Reduce)
o In our case - a large machine with 224 CPUs

e Map: apply a simple, fast function (e.g. extract domain from a url)
e Reduce: aggregate results

Ai2



Analyses

What did we do with these tools?

Al2



Types of Analysis

4 analysis categories:

e Data statistics
e Data quality

e Community-relevant measurements
e (ross-data analysis

Ai2



Data Statistics

High-level corpus statistics
Internet domain distribution

Dates statistics
Geolocation
Language D




Data Statistics

Composmon of the Pile by Category

* Acadenmic * Ints rose * Dialogue * Misc

Dataset Origi/n/q # Tokens max(# Tokens) min(# Tokens)
Openwebtext . 67,705,349 95,139 137
C4 838.7 oo 07,833,664 101,898 12
mC4-en 14,694.0 3,928,733,374 2,703,077,876,916 181,949 1
Oscar 3,327.3 431,584,362 475,992,028,559 1,048,409 12
The Pile 200 et al. (2020) GPT-J/neo & pythia 1,369.0 210,607,728 285,794,281,816 28,121,329 48
RedPajama Together Computer (2023) LLaMA¥* 5,602.0 930,453,833  1,023,865,191,958 28,121,329 10
S20rc Lo et al. (2020) SciBERT* 692.7 11,241,499 ,86! 45
PeS20 Soldaini & Lo (2023) - 504.3 8,242,162 , LAION-5B 962
LAION2B-en —Sehuhmann-etal (2022) Stable Diffusion* 570.2 2,319,907,827 ¢ 1
The Stack Kocetkov et al. (2022) - 778368 544,750 672 1

A dataset consisting of 5.85
billion multilingual CLIP-
filtered image-text pairs.

B The Stack
@ https://www.bigcode-project.org/

6 TB of permissive code data

contact@bigcode-project.org



Data Statistics: Domains

Count per document Count per token

C4 Domains

hington Post

Dies in Darkness

The tv
www.nytimes.com patents.google.com Demo

Tech HelpDesk Artificial Intelligence  Internet Culture ~ Space  Tech Policy

en.wikipedia.org en.wikipedia.org

do5.b00kmedia.ru en.m.wikipedia.org
www.latimes.com www.nytimes.com

www.theguardian.com journals.plos.org

Enableci -

Inside the secret list of websites that
make Al like ChatGPT sound smart

www.huffpost.com www.latimes.com

patents.google.com www.theguardian.com
www.businessinsider.com www.forbes.com
www.forbes.com www.huffpost.com

www.eventbrite.com www.scribd.com
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o
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o
o
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0.2 0.3 0.4
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Data Statistics: Domains

Mark  Corpora
\ ] C4 mC4-en OSCAR RedPajama LAION-2B-en Dolma
& ema
Domain to Lookup
www.chess.com .
So many pe planning
capabilities
Domain Corpus Rank Tokens % of All Tokens _
No one wan set. Even
. . www.chess.com mC4-en 4654 40,646,129 M 0.0015%
without this 'om scrapes
www.chess.com Dolma 8786 36,827 HHM 0.00084%
Of the Web' www.chess.com OSCAR 16260 3,454,279 [ ] 0.00069%
www.chess.com C4 77992 243,420 | 0.00016%
www.chess.com RedPajama 77993 243,022 | 0.00011%
www.chess.com LAION-2B-en 624172 13 0.0000050%

Ai2



Data Statistics: Domains

What is 1300 percent of 659 - step by step solution

Equations solver categories Corpora
* Equations solver - equations involving one 2
L o s . c4 mC4-en OSCAR RedPajama LAION-2B-en Dolma
* Percentage Calculator - Step by step y

* Derivative calculator - step by step

* Graphs of functions

* Factorization

* Greatest Common Factor

* Least Common Multiple

* System of equations - step by step solver
* Fractions calculator - step by step

* Theory in mathematics
* Roman numerals conversion Q
* Tip calculator SearCh

* Numbers as decimals, fractions, percentages
* More or less than - questions

Domain to Lookup

=

www.geteasysolution.com

Hoffner =
% Domain Corpus Rank Tokens % of All Tokens
: www.geteasysolution.com Dolma 151022 3,549 I 0.000081%
E www.geteasysolution.com OSCAR 277233 224,965 Bl 0.000045%
)5( www.geteasysolution.com C4 473082 49859 BE 0.000032%
; www.geteasysolution.com RedPajama 472159 49,859 & 0.000023%
w

tr www.geteasysolution.com mC4-en 1658921 156,174 i 0.0000056% A|2



Data Qu a]’ity e Most & least common n-grams

e Duplicates
e Document length distribution
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Most Common n-grams

C4 The Pile
Ngram Count Ngram Count
2727?2277 oM
========== 602M
KK R 3.87TM ) { ref - type = " fig " } 59.1M
EERRERERE. 1.91M 1111117111 56.2M
. You can follow any responses to this entry through 784K - X))
272727 X727 X7 X7 X7 X X 753K HHHHBRHBRH 38.3M
You can follow any responses to this entry through the 752K - 30.1M
can follow any responses to this entry through the RSS 752K {ref - type="fig" }) 28.9M
follow any responses to this entry through the RSS 2.0 748K }========= 21.8M
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Most Common n-grams

S20RC peS2o

n-gram
499999994949

[1T]1[2]1[3]1 457K
++++++++++ 1[2]1[3][4] 453K
TR BT T A 1.93M | 1][2][3][4 453K
00000OO0OOOOO 1.73M

..........

[11[2][3][
444K

[nsights from this analysis were useful in
the creation of the curated peS2o corpus
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Most Common n-grams

OpenWebText C4 mC4-en OSCAR The Pile RedPajama S20RC-v0 S20RC-v3 LAION-2B-en The Stack
Ngram Count | Ngram Count | Ngram Count | Ngram Count | Ngram Count | Ngram Count | Ngram Count | Ngram Count | Ngram Count | Ngram Count
Unigrams

Not a big quality indicator, but interesting nonetheless

4.29B
4.29B

4298

i T e e bar]
e 123M | class="  4.29B
></ 4.29B
, and the Ctis 528M | ":" 271B | \\\ 397M | . "" (" 4.29B

one of the 2:42M as well as 50.8M | :// 1.84B <br/ 11.5M

a lot of 1.74M | one of the 48.8M br/> 11.5M
. This is 1.52M | . Thisis 435M | hitp:/  939M | In th M | for sale in 10.5M
Ctis 1.5IM | ,andthe 41.7M In th 2/l 9.58M
,accordingto  1.47M | . You can 38.7M Royalty Free Stock 9.3M
. " The 1.46M | .However, 32.3M Ltis 128M E 6.09M

as well as 1.46M | alotof 29.3M | oneofthe 619M | as well as 115M KEEP. CALM AND 5.42M

4.29B
4.29B



Duplicates

Duplicate Texts

Corpus Text Count
Oscar In order to login you must be registered. Registering takes only a few moments but gives you increas|...] 1,790,064
The Pile {\n "info" : {\n "version" : 1,\n "author" : "xcode"\n }\n} 3,775
RedPajama ACCEPTED\n\n#### According to\nInternational Plant Names Index\n\n#### Published in\nnull\n\n#### Original n[...] 213,922
LAION2B-en Front Cover 1,003,863

Duplicate urls Whoops!
_ \

LAION2B-en
text

lUNLIKELY I
p://semantic.gs/driver_download_images/driver_download_certifications.png

Oscar
count text count

https://international. thenewslens.com/tag/ 2,184

s https://arc.link/twitch/streaming/ 235
http://www.slickcar.com/products/hawkpadsa.jpg 10,700 https://zakiganj24news.blogspot.com/ 100
https://www.zeitauktion.info/assets/img/zeitauktion_placeholder. jpg 10,144 https://ywttvnews.com 100
https://static.uk.groupon-content.net/app/00/00/default0000. jpg 9,935 https://yellgh.com/our-services/ 100
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Benchmark contamination
Toxic language

Pll

Excluded content
Demographic information

Community and

society relevant
measurements
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Benchmark Contamination

We consider the 279 datasets from PromptSource [Bach et al., 2022]
Filtering:
o Datasets with a single input
o No test split
o Cannot be automatically downloaded from HF
o  Ended up with 95 datasets
e Searching for examples where all inputs can be found in the document
o This serves as a proxy (and upper bound) on exact match contamination
e We compute the percentage of contamination per dataset

Ai2



Benchmark Contamination

100 100.0 Index
mmm The Pile
mm C4
» = RedPajama
o) 80 W= Oscar
e
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Benchmark Contamination

%CONDA 2024 Invited Speakers Important Dates Call for papers Shared Task Organizers Sponsors | ©

The 1st Workshop on Data Contamination (CONDA)

Workshop@ACL 2024

Evaluation data has been compromised!
A workshop on detecting, preventing, and addressing data contamination.

Ai2



Personally ldentifiable Information

We extend, improve, and post-process a set of regexes [Subramani et al., 2023] to
automatically find Pll in texts
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Personally ldentifiable Information

We extend, improve, and post-process a set of regexes [Subramani et al., 2023] to
automatically find Pll in texts

We consider 3 Pll categories
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Personally ldentifiable Information

We extend, improve, and post-process a set of regexes [Subramani et al., 2023] to
automatically find Pll in texts

We consider 3 Pll categories

1 . Em a]] S 8 jurafsky @stanford.edu
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Personally ldentifiable Information

We extend, improve, and post-process a set of regexes [Subramani et al., 2023] to
automatically find Pll in texts

We consider 3 Pll categories

1 . Em a]] S 8 jurafsky @stanford.edu
2. Phone numbers Q o w07
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Personally ldentifiable Information

We extend, improve, and post-process a set of regexes [Subramani et al., 2023] to
automatically find Pll in texts

We consider 3 Pll categories

1 . Em a]] S 8 jurafsky @stanford.edu
2. Phone numbers Q o w07

3. |P addresses

9
L 208.80.152.2
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Personally ldentifiable Information

Corpus Email Addresses Phone Numbers IP Addresses
Count Prec. Count Prec. Count Prec.

OpenWebText 364K 533K 70K

OSCAR 62.8M 107TM 3.2M

C4 7.6M 19.7M 796K

mC4-en 201M 4B 97.8M

The Pile 19.8M , 38M 4M

RedPajama 35.2M 70.2M 1.1M

S20RC 630K 1.4M 0K

peS2o 418K 227K 0K

LAION-2B-en 636K IM 0K

The Stack 4.3M 45.4M 4.4M

Ai2



Internal Email Contamination

C4 Oscar The Pile OpenWebText LAION-2B-en
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Internal Email Contamination

C4 Oscar The Pile OpenWebText LAION-2B-en

Il

0 1 2 0 0O 3

iy
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Internal Email Contamination

C4 Oscar The Pile OpenWebText LAION-2B-en

Il

0 1 2 0 0O 3

iy

0 2 0 0 0 2
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Internal Email Contamination

C4 Oscar The Pile OpenWebText LAION-2B-en

F o0 1 2 0 0 3
0 2 0 0 0 2
7 1 o8 0 0 36
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Internal Email Contamination

C4 Oscar The Pile OpenWebText LAION-2B-en

¢ 0 1 2 0
0 2 0 0
14 1 28 0
2 0 4 0

0

0

36
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Internal Email Contamination

C4 Oscar The Pile OpenWebText LAION-2B-en

-¢- 0 1 2 0 0O 3
0 2 0 0 0 2
I 1 28 0 0 36
2 0 4 0 0O 6
3 0 35 0 0O 38
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Internal Email Contamination

C4 Oscar The Pile OpenWebText LAION-2B-en

F o 1 2 0 0 3
0 2 0 0 0 2
7 1 28 0 0 36
2 0 4 0 0 6
3 0 35 0 0 38
6 0 82 0 0O 88
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Internal Email Contamination

C4 Oscar The Pile OpenWebText LAION-2B-en

¢ 0 1 2 0 0 3
0 0 0o 2

28 0 0 36

4 0 0 6

35 0 0O 38
82 0 0O 88

Ai2



WIMBD - Summary

e WIMBD as a tool

o  Programmatic search using ES
o Map-reduce to process an entire corpus
o Easily extendable to other corpora
e Analyses
o 4 different analyses categories
o Interesting insights into data quality, community measurements, etc.

e Opening a door to many possibilities

Ai2
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&

P

Language Content Filters

Toxic content, PII

Deduplication Quality Filters

C4 (subset) + Gopher rules

—

WIMBD - quality discovery WIMBD - Pll detection

—

~Q7

=0,

x

2

Deduplication
on text overlap

_

WIMBD - verification

Ai2



What’s In My Big Data?

Yanai Elazar, Akshita Bhagia, lan Magnusson, Abhilasha Ravichander,
Dustin Schwenk, Alane Suhr, Pete Walsh, Dirk Groeneveld, L.uca Soldaini,
Sameer Singh, Hanna Hajishirzi, Noah A. Smith, Jesse Dodge

53

[CLR 2024



Look Out For...

ElasticSearch comes with a few limitations

e [t was not built to be a text search index
e large, costly index
e Fast, but not that fast

Will Merrill

Watch out for Rusty DAWG
for an alternative, faster (constant)
search

Rusty DAWG allows us to study the A 2
copying mechanisms of language models I



Look Out For... #2

Finding the [mitation Threshold
e The number of images required for a model to learn a “concept
e Important for privacy, copyrights laws, etc.

2

Sahil Verma

Spoiler:

200-900 images of a concept (e.qg., the
face of Johnny Depp, or images in the
style of Van Gogh) are enough to learn
and imitate a concept

Ai2



The Bias Amplification Paradox
in Text-to-lmage Generation

Preethi Seshadri, Sameer Singh, Yanai Elazar

-> thrown down the stairs from TACL

Accepted to NAACL24

Al2



Models are Biased

¢ Models encode and exhibit different biases

e This is not a new finding,
and is a well known and documented phenomenon



Let’s Try It Out!

A photo of a face of an engineer

‘ 1710 women!

The model is biased!



Where Does The Bias Come From?

Let’s Look At The Data



The Data is Huge!

2 billion image-caption pairs!

LAION &

Large-scale Artificial Intelligence Open Network

TRULY OPEN Al. 100% NON-PROFIT. 100% FREE.

LAION, as a non-profit organization, provides datasets, tools and
models to liberate machine learning research. By doing so, we
encourage open public education and a more environment-friendly
use of resources by reusing existing datasets and models.




Where Does The Bias Come From?

WIMBD Building Blocks

G«

)

Counts

Search

Analyses

Domain Distribution

Percentage

Domain

Pll

Personally Identifiable
Information (PII)

Count

8 jurafsky @stanford.edu
Q) (206 4307757

LS 208.80.152.2

Most-Common
Ngrams

e dede dede e dede e

Kref-type="“fig”}
Hn

Contamination

Contamination

ICLR 24




Where Does The Bias Come From?

e Using the index from WIMBD, we have fast access to the data

e ... and we can test such associations in the training data



Where Does The Bias Come From?

from wimbd. import get_documents_containing_phrases

get_documents_containing_phrases("laion", "engineer")

ENGINEER Chemical Engineer Civil Engineer Electrical Engineer, Engineer Hat, Engineer Gift, Gift For Engineer, Enaine Enai Engi Engi Enai _
Engineer Environmental Engineer Geological Engineer Student Engineer, Engineer Graduation, Engineer \Az)g,:;r;'Sn’;Jrlg;irlmnTgalg;(zeTropngmeer ngineer
Materials Engineer Mechanical Engineer Mining Uniform For Engineer Party

ENGINEER

+ Chemical Engineer

+ Civil Engineer

+ Electrical Engineer

« Environmental Engineer
+ Geological Engineer

« Materials Engineer

* Mechanical Engineer

+ Mining Engineer

+ Minerals Process Engineer
+ Petroleum Engineer

* Surveyor

VELCRD
CLOSURE

RED/NAVY

wans




Establishing Data Gender Ratios

The data is large and noisy, so we need to adjust

~N

We follow a similar process for the generated images
B Y - ‘ i

Filtering Gender

3 identification
9] ﬁ N /{) i /() 2/3 ratio
S X &3
e

) \31% “Na % &
\ | Y l ,“ =




Setup

[nput: Stable Diffusion

“Nuclear safety inspector” S

‘\1\"“9
e Gender

LAION &

Large-scale Artificial Intelligence Open Network

TRULY OPEN Al. 100% NON-PROFIT. 100% FREE. b
LAION, as a non-profit organization, provides datasets, tools and EVGIUGtIOT)

models to liberate machine learning research. By doing so, we

Data

encourage open public education and a more environment-friendly
use of resources by reusing existing datasets and models.




Setup

e We sample image-caption pairs: 500 total

e 62 occupations:
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e 62 occupations:

* Accountant
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e 62 occupations:

* Accountant

* Chef




Setup
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e 62 occupations:
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e We sample image-caption pairs: 500 total

e 62 occupations:

* Accountant

Chef

* Engineer

Janitor




Setup

e We sample image-caption pairs: 500 total

e 62 occupations:

* Accountant

Chef

Engineer

Janitor

* lawyer




Setup

e We sample image-caption pairs: 500 total

e 62 occupations:

* Accountant

Chef

Engineer

Janitor

* lawyer




Bias Amplification?

Given the calculated ratios from the data, we can now compare the model’s
generation to the training data

1.0 - o Oome
Peach area: % e
Bias Amplification 08 -~ o*
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e-amplification
E | |==>_
) APO,SO O APo,So
ocO
ocO
| 0:0 012 014 016 018 l.lO

Training (% female)



Bias Amplification!

Given the calculated ratios from the data, we can now compare the model’s
generation to the training data

1.0 A
Peach area:
Bias Amplification 0.8 -

le)

Bias preservatio

Diagonal. Bias is amplified by 12.57%

|

0.0 0.2 0.4 0.6 0.8 1.0
Training (% female)



Bias Amplification!

Supported by previous works

Men Also Like Shopping:
Reducing Gender Bias Amplification using Corpus-level Constraints

Jieyu Zhao® Tianlu Wang? Mark Yatskar?
Vicente Ordonez? Kai-Wei Chang®
$University of Virginia
{jz4fu, tw8cb, vicente, kc2wc} @virginia.edu
*University of Washington
my89 @cs.washington.edu



The Bias Amplification Paradox

But wait!
Why would a model amplify the biases from the training data?

Let’s look at the training data again




Training Data Investigation

Portrait of youn @
programmer working. at-e
computer in the data center
filled with display screens

Slow motion{programmer female
relaxing among nature, young
woman on long awdited-vacation
abroad after working year...

shutterstock - 669546292

programmer configures the...

Shutterstock . vector
#669546292

industrial programmer
checking computerized
machine status



Training Data Investigation

~60% contain gender indicators

Mostly with anti-
stereotype gender,
(70%)




Training Data Investigation

~60% contain gender indicators Test data
_———_ Aphotoofa
- \. face of an
\engineer”
\

\
\

Mostly with anti-
stereotype gender,
(70%)




Image Captions & Prompts Mismatch

Training data Test data

“A photo of a
face of an
engineer”




Matching Distributions

Instead of comparing the generated images to the entire training set:

e We only compare to the captions with no gender indicators

Generation (% female)

1.0 1

0.8 1

0.6 1

0.4

0.2 1

0.0 A

All captions No-gender captions

Bias amplification reduction
12.57% — 8.66%
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0.0

0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8
Training (% female) Training (% female)

T
1.0



One Mismatch
What about others?




Image Captions & Prompts Mismatch #2

We also found a “d President

Training Generation

)

— AT

I

(a) Training captions for President: 1) "Leana Wen, Planned
Parenthood president..." 2) "New Schaumburg Business As-
sociation President..." 3) "BCCI president N Srinivasan..."
4) "Indiana Pacers president of basketball operations..."

. »
-




Matching Distributions #2

Instead of comparing the generated images to the entire training set:

e We compare to the captions that are similar to the prompts

1.0 A

o
©

Generation (% female)

I
N

o
=}
|

o
)
|
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All captions | Nearest-neighbor captions
Bias amplification reduction
12.57% — 6.76%
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Matching Distributions: Combined

Finally, we combine both approaches

ration (% female)

1.0 A

0.8 1

0.6 1

0.4

0.2 1

0.0 A

All captions | Combined approaches
Bias amplification reduction
12.57% — 4.55%

Q.o’o': :’ ‘ .:’:..‘,. ’ | | | |

Training (% female) Training (% female)




Bias Amplification Revisited

While we still observe amplification of bias:

e |tis significantly reduced
e There may be more confounders/mediators

e This problem is more nuanced and involved than originally thought




What Did We 1 earn From the Paradoxes?

homer simpson —fp

i

o

LAION &

Large-scale Artificial Intelligence Open Network

TRULY OPEN Al. 100% NON-PROFIT. 100% FREE. {

[nvestigation

LAION, as a non-profit organization, provides datasets, tools and
models to liberate machine learning research. By doing so, we

encourage open public education and a more environment-friendly

use of resources by reusing existing datasets and models.




The Bias Amplification Issue Revisited

While we still observe amplification of bias:

e [tis significantly reduced
e There may be more confounders
e This problem is more nuanced and involved than originally thought

Ai2
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WIMBD

e Data is important (and fascinating!)
e Data is also (these days) large, and hard to process
e WIMBD for the rescue

Case study: The Bias Amplification Paradox

e Studying bias amplification of stable diffusion
e Confounding factors which makes it seem like bias is amplified

Ai2



Thank
you ! yanaiela.github.io

@yanaiela ‘: (]

Questions?
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https://yanaiela.github.io/

